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Basics

Question 1

~

Let (2, F,P) be a probability space and let (Ep, &) and (E7, &) be finite, discrete measurable spaces.
Let X : Q — Ej be a measurable function, so that (Ey, &, Px) is a probability space. Let h : Ey — E
be an arbitrary function (which is necessarily measurable since & = P(Ep)), and let Y = ho X :
) — Fj be the composition (which is thus measurable).

Prove that the measure P; on E; induced by Y : @ — E;, when viewed as an Ej-valued random
variable on the probability space (2, F, P), is the same as the measure P; on F; induced by h : Ey —
E;, when viewed as an Fj-valued random variable on the probability space (Eq, &, Px).

We want to show that Py = If”l. By definition, for x € E;

Pi({z}) = P(Y~'({z}))

which is the probability measure of the preimage in the probability space (€2, 7,P). By the definition of Y,
we then have that

Py ({e}) = B(X"Ton ({x}))

But A~ ({z}) may contain more than one point in Ep, thus, we can say that

X' d=h) = U X',

yeh~1({z})

and these events are each single disjoint elements. Therefore,

PXTHRT (D) = D P(XTH{w)).
yeh=1({z})
By the definition of Py,
Px({y}) = P(X~'({y})).
Thus,
PY'({«}) = Y. Px({y}) = Px(h™'({x})).
yeh~({z})
Finally, by definition of ]I~D1, _
P ({z}) = Px(h™'({z})).
Thus, ~
Pi({z}) = Pi({z}),

and since this holds for every =z € E1,



P, = P,.

Question 2

Now, let X1, X5 : 2 — R be discrete random variables with sets of values Vx,, Vx, C R. Prove that
for any function h : R2 = R we have

E(h(X1,X3)) = Z h(z1,22) fx, x, (21, x2)

(wl,wz)EVXl XVX2

Hint: Use Question 1, taking E() = VX1 X VX27 X = (X1,X2), and h = h|VX1 X Vi, 8 VXl X VX2 = Vy.

Starting with the LHS, we have
E(h(X1, X2)) = Y yP1({h(X1, X2) = y})
yeVy

But now, we can use a key equality from the previous part. We know that

P,=P, = P Yz})=Px(h {z})

Hence, we can say that

YoP({rXnXa) =yl =Dy Y Bx((X1,Xa) = (21,02))

yeVy yeVy  (z1,x2)eh~1({y})
but from here, we can combine summands since we will cover every possible value in Vx x Vy-and express

y as h(z1,x2)
E(h(X1,X2)) = Z h(z1, 22)Px (X1, Xa) = (21,22))
(ml,xz)EVXXVy

Hence,

E(h(X1,X2)) = > h(z1,22) fx1,x, (21, 22)

(:El,:ltz)GVXl ><va2




Conditional Distributions

Question 3

Let X and Y be two discrete random variables on an abstract sample space 2, with possible values
Vx ={1,2,3} and V3 = {1, 2}, and with joint probability mass function

T+
fX,Y(xvy): 21y

Calculate the values of the conditional distribution functions
gz|y)=P(X =z|Y =y) and h(y|z)=PY =y|X =2),

forx=1,2,3 and y =1, 2.

We can first find the marginal probabilities for each X,Y, summing over all possible valuables of the
opposite variable.
We can consider the P(X = z) for each x € Vx. For We can consider the P(Y = y) for each y € V3. For

X =1, we have Y =1, we have
P(X=1)= > fxy(Ly) P(Y =1)= > fxy(z1)
yeVy rzeVx
141 142 141 241 3+1
=1 To =91 "o Ty
21 21 T 21 21 21
_ 5 _9
21 21
For X = 2, we have For Y = 2, we have
P(X=2)= > fxy(2) P(Y=2)= Y fxy(@?2)
yeVy zE€Vx
2+1 242 142 242 342
=21 To =91 T To
3 4 _ 3, 4.5
BETRIET] T21 2121
7 12
T 21 21

For X = 3, we have

P(X=3)= Y fxvy(3y)
yeVy
3+1 n 3+2
21 21
4 n 5
21 21
9
21
Now, we can calculate the values of g(z | y) and h(y | x) using the fact that P(X =z | Y = y) =
W and that in this formula, the numerator is simply our given function and the denominator
is compromised of values we just calculated



Calculating g(z |y) =P(X =2 | Y =y): Calculating h(y |z) =PY =y | X =z):

For Y =1: For X = 1:
fxy(,1) &2 fxy(L,1)  F 2
PX=1|Y=1) =12 2l 2 PY=1|X=1)= 22 2 =z
( | ) PY=1) 2 9 ( | ) PX=1 5 5
fxy(2,1) 55 3 1 fxy(1,2) & 3
PX=2|Y=1 : 2l 22 PY=2|X=1 2 2l °
( | ) PY=1) 2 9 3 ( | ) P(X=1) 2 5
fxy(3,1) 5 A4 _
PX=3|Y=1 J =21 _ - For X =
| | | PY=D a9 fxy(21) 23
X, Y \4, 21
For ¥ = PY=1X == 5 =T =%
21
fxy(1,2) 1 fxv(2,2)  5p 4
P(X=1|Y =2 2 2l ° = P(Y =2|X =2 2 =21 _ —
( | ) P(Y=2 2712 & ( | ) P(X=2) L 7
fxy(2,2) & 4 1 B
PIX=2|Y=2 J =2 _ - _Z For X =
( | ) P(Y=2 L2712 3
P(X 3|y —2) = DB a5 P(Y =1]X =3) f;f’;(g’;)) o %
P(Y=2) 12712 ; (; ) 2 i
PY =2|X =3) =222 _ 21 _ 2
P(X=3 2 9

Thus, we have calculated the values of each of those two functions, defining them on all necessary values
in our set.

Question 4

~

Calculate the variances 02(X) and 02(Y), the covariance
o(X,Y) = B[(X — px)(Y — py)],
and the correlation coefficient
o(X,Y)

oxoy

XY =

Let’s first calculate both E(X) and E(Y'). This gives

5 14 27 46
px =E(X) = ) afx(x) st T T o

rzeVx
and
9 24 33
py =E(Y) = Z Z/fY(Z/)—?l*i—?l
yeVy
Now, let’s to find the variance, we also need E(X?), E(Y?)
For X: For Y:
E(X?) = ) 2*fx(x) E(Y?) = v fr(y)
rzeVx yeVy



5 28 81 9 48

RETRIE TR RETRES
114 57
=57 =5
Thus, the variance of X is Thus, the variance of Y is
o2(X) = B(X?) — ik 2(Y) = E(Y?) - i3
114 [46\° 57 (33)°
-5 (1) -5 (1)
2394 2116 1197 1089
To441 441 To441 441
278 108
T T a1
12
=1

Now, to find the covariance, consider

E[(X — pux)(Y — py)] = E(XY) — uxE(Y) — p, B(X) + pxpy = E(XY) = pxpy.

This gives
E(XY) = Z Z zy fx,v (2, y).
zeVx yeVy
Calculating term-by-term:
3 1. 3.1 3+1 12
1+1 2 r=3y=1: 3-1-—— =,
p=1,y=1: 1.1.. 0422 2121
212 5 5. 3.9.312_30
1 2 6 r=3, Y= : . —_— = —,
r=1y=2: 1.2. 222 21 21
21 21
2+1
1’:2’y:1 21.L:£’
21 21
242 16
=2,y=2: 2:2. — = —
resY 21 21’
Thus, summing these terms we have:
2 16 + 12 2
E(XY) = +64+6+164 12+ 30 _ L
21 21
Therefore, the covariance is
72 46-33 72 1518 1512 — 1518 6 2
X,Y)=E(XY) - = - = — = - =___
oY) =BXY) —pxpy = 57 = 5 =91 ~ 441 41 - 147
Finally, the correlation coefficient is given by
pXY:a(X,Y): -1 s A
’ oxoy 278 108)  2v/83d V834
a41 441 147



